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# Introduction:

This document contains all the information regarding the performance of the practice. It will be explained briefly what it was made, the estimation models used, the evaluation measures used on them and some techniques used for the performance of the practice.

# Summary Practice:

# Estimation Models:

# Evaluation Measures:

# Other Techniques:

# Considerations:

Regarding this practice, it is needed to consider that:

* It was made using RStudio IDE in order to use R language.
* All the packages used for both R files it was needed to be the first time installed with the command ‘install.packages(“name\_package”)’
* To execute any of the operations, it is needed to do the next sequence of keys: Ctrl + Enter.
* The packages used for a practice need to be loaded each time, RStudio is initialized. The command needed is “library(name\_package)”.
* At the linear regression it is needed sometimes to execute again the command given for its representation to have a correct picture of data.
* The practice is divided in different sections which can be done at the order the user wants, but it is compulsory to have executed the operations established before the section for correlation coefficient and covariance.
* It is needed to consider that the section related to the cross validation it is recommended to be executed after or without executing the rest of sections, as the variables “data\_train” and “data\_test” will be changed from the one given initially making to obtain the same results as when it is made alone.
* The operations at the function used for the cross validation are the same as the ones used for the rest of sections, but with the difference that the results obtained each operation are printed at screen and it is not needed to execute them.
* The idea of having both representations at the R document is to show a specific study having specific set of train and test data using the approximations used for this kind of studies (70-80% of data are for training and 20-30% of data are for testing) distributing them in a random way, and using a cross validation (in this case, the set of train data could only be made of one element).
* The number of validations which can be made with cross validation can be changed at any moment on the source code depending on the specifications of the user.
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